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Recap

2

Quantum bit (qubit): |ψ⟩ = a0 |0⟩ + a1 |1⟩ = (a0
a1)

When we measure the state , we obtain either:
State , with a probability 
State , with a probability 

|ψ⟩
|0⟩ |a0 |2

|1⟩ |a1 |2

For  qubits, there are  amplitudesN 2N

e.g. |ψ⟩ = a1 |000⟩ + a2 |001⟩ + a3 |010⟩ + a4 |011⟩ + a5 |100⟩ + a6 |101⟩ + a7 |110⟩ + a8 |111⟩

A quantum operation modifies all of these  amplitudes simultaneously!2N

|a⟩ =
2N

∑
i=1

ai |ψi⟩ → |b⟩ =
2N

∑
i=1

bi |ψi⟩
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Quantum circuits
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Nothing more than (clever) unitary matrix multiplications!

Quantum computation 23

in the circuit represents a wire in the quantum circuit. This wire does not necessarily
correspond to a physical wire; it may correspond instead to the passage of time, or perhaps
to a physical particle such as a photon – a particle of light – moving from one location
to another through space. It is conventional to assume that the state input to the circuit
is a computational basis state, usually the state consisting of all |0〉s. This rule is broken
frequently in the literature on quantum computation and quantum information, but it is
considered polite to inform the reader when this is the case.
The circuit in Figure 1.7 accomplishes a simple but useful task – it swaps the states

of the two qubits. To see that this circuit accomplishes the swap operation, note that the
sequence of gates has the following sequence of effects on a computational basis state
|a, b〉,

|a, b〉 −→ |a, a ⊕ b〉
−→ |a ⊕ (a ⊕ b), a ⊕ b〉 = |b, a ⊕ b〉
−→ |b, (a ⊕ b)⊕ b〉 = |b, a〉 , (1.20)

where all additions are done modulo 2. The effect of the circuit, therefore, is to inter-
change the state of the two qubits.

Figure 1.7. Circuit swapping two qubits, and an equivalent schematic symbol notation for this common and useful
circuit.

There are a few features allowed in classical circuits that are not usually present in
quantum circuits. First of all, we don’t allow ‘loops’, that is, feedback from one part of the
quantum circuit to another; we say the circuit is acyclic. Second, classical circuits allow
wires to be ‘joined’ together, an operation known as , with the resulting single wire
containing the bitwise of the inputs. Obviously this operation is not reversible and
therefore not unitary, so we don’t allow in our quantum circuits. Third, the inverse
operation, , whereby several copies of a bit are produced is also not allowed in
quantum circuits. In fact, it turns out that quantum mechanics forbids the copying of a
qubit, making the operation impossible! We’ll see an example of this in the next
section when we attempt to design a circuit to copy a qubit.
As we proceed we’ll introduce new quantum gates as needed. It’s convenient to in-

troduce another convention about quantum circuits at this point. This convention is
illustrated in Figure 1.8. Suppose U is any unitary matrix acting on some number n of
qubits, so U can be regarded as a quantum gate on those qubits. Then we can define a
controlled-U gate which is a natural extension of the controlled- gate. Such a gate
has a single control qubit, indicated by the line with the black dot, and n target qubits,
indicated by the boxed U . If the control qubit is set to 0 then nothing happens to the
target qubits. If the control qubit is set to 1 then the gate U is applied to the target qubits.
The prototypical example of the controlled-U gate is the controlled- gate, which is
a controlled-U gate with U = X , as illustrated in Figure 1.9.
Another important operation is measurement, which we represent by a ‘meter’ symbol,

|a⟩

|a⟩|b⟩

|b⟩
Example: SWAP circuit
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Figure 1.6. On the left are some standard single and multiple bit gates, while on the right is the prototypical
multiple qubit gate, the controlled- . The matrix representation of the controlled- , UCN , is written with
respect to the amplitudes for |00〉, |01〉, |10〉, and |11〉, in that order.

qubit. The action of the gate may be described as follows. If the control qubit is set to
0, then the target qubit is left alone. If the control qubit is set to 1, then the target qubit
is flipped. In equations:

|00〉 → |00〉; |01〉 → |01〉; |10〉 → |11〉; |11〉 → |10〉. (1.18)

Another way of describing the is as a generalization of the classical gate, since
the action of the gate may be summarized as |A, B〉 → |A, B ⊕A〉, where ⊕ is addition
modulo two, which is exactly what the gate does. That is, the control qubit and the
target qubit are ed and stored in the target qubit.
Yet another way of describing the action of the is to give a matrix represen-

tation, as shown in the bottom right of Figure 1.6. You can easily verify that the first
column of UCN describes the transformation that occurs to |00〉, and similarly for the
other computational basis states, |01〉, |10〉, and |11〉. As for the single qubit case, the
requirement that probability be conserved is expressed in the fact that UCN is a unitary
matrix, that is, U †

CNUCN = I.
We noticed that the can be regarded as a type of generalized- gate. Can

other classical gates such as the or the regular gate be understood as unitary
gates in a sense similar to the way the quantum gate represents the classical
gate? It turns out that this is not possible. The reason is because the and gates
are essentially irreversible or non-invertible. For example, given the output A⊕B from
an gate, it is not possible to determine what the inputs A and B were; there is an
irretrievable loss of information associated with the irreversible action of the gate.
On the other hand, unitary quantum gates are always invertible, since the inverse of a
unitary matrix is also a unitary matrix, and thus a quantum gate can always be inverted
by another quantum gate. Understanding how to do classical logic in this reversible or
invertible sense will be a crucial step in understanding how to harness the power of

where

Quantum computation 23

in the circuit represents a wire in the quantum circuit. This wire does not necessarily
correspond to a physical wire; it may correspond instead to the passage of time, or perhaps
to a physical particle such as a photon – a particle of light – moving from one location
to another through space. It is conventional to assume that the state input to the circuit
is a computational basis state, usually the state consisting of all |0〉s. This rule is broken
frequently in the literature on quantum computation and quantum information, but it is
considered polite to inform the reader when this is the case.
The circuit in Figure 1.7 accomplishes a simple but useful task – it swaps the states

of the two qubits. To see that this circuit accomplishes the swap operation, note that the
sequence of gates has the following sequence of effects on a computational basis state
|a, b〉,

|a, b〉 −→ |a, a ⊕ b〉
−→ |a ⊕ (a ⊕ b), a ⊕ b〉 = |b, a ⊕ b〉
−→ |b, (a ⊕ b)⊕ b〉 = |b, a〉 , (1.20)

where all additions are done modulo 2. The effect of the circuit, therefore, is to inter-
change the state of the two qubits.

Figure 1.7. Circuit swapping two qubits, and an equivalent schematic symbol notation for this common and useful
circuit.

There are a few features allowed in classical circuits that are not usually present in
quantum circuits. First of all, we don’t allow ‘loops’, that is, feedback from one part of the
quantum circuit to another; we say the circuit is acyclic. Second, classical circuits allow
wires to be ‘joined’ together, an operation known as , with the resulting single wire
containing the bitwise of the inputs. Obviously this operation is not reversible and
therefore not unitary, so we don’t allow in our quantum circuits. Third, the inverse
operation, , whereby several copies of a bit are produced is also not allowed in
quantum circuits. In fact, it turns out that quantum mechanics forbids the copying of a
qubit, making the operation impossible! We’ll see an example of this in the next
section when we attempt to design a circuit to copy a qubit.
As we proceed we’ll introduce new quantum gates as needed. It’s convenient to in-
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CNOT gate

SWAP ( |a⟩ ⊗ |b⟩) = CNOT0,1 × CNOT1,0 × CNOT0,1 × (a0
a1) ⊗ (b0

b1)

=
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

a0b0
a0b1
a1b0
a1b1

=

b0a0
b0a1
b1a0
b1a1

= |b⟩ ⊗ |a⟩
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QC can solve some classically hard problems

P

BQP

NP

P: Polynomial-time solution on classical computer 

NP:  Polynomial-time verification on classical computer 

BQP: Polynomial-time solution on quantum computer

t

N

Classical: exponential

Quantum: polynomial
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QC can solve some classically hard problems

P

BQP

NP

P: Polynomial-time solution on classical computer 

NP:  Polynomial-time verification on classical computer 

BQP: Polynomial-time solution on quantum computer

Scattering in scalar field theory

QCD?

Jordan, Lee, Preskill (2012-2018)

Dynamics of many-body non-relativistic 
quantum system Feynman (1982), 

Lloyd (1996)

Preskill (2018), Klco, Savage (2018), 
Muschik et al. (2016), Davoudi et al. (2019), …
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Current quantum devices
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Decoherence Gate noiseFew qubits
The quantum state of a qubit is 
stable only for a limited timeCurrent devices are limited to 

 qubits%(10) − %(100)

Need more qubits to achieve 
quantum advantage

Single- and two-qubit gate 
operations are imperfect

Need longer coherence times to 
increase the “gate depth” of circuits

Need smaller gate noise to 
perform quantum error correction

: decay time T1 |1⟩ → |0⟩
Ufaulty = A Uideal

ρ → (1 − λ)ρ + λI

: dephasing timeT2

|1⟩ → 1
2

( |0⟩ + |1⟩)
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Future applications of quantum computers
Simulation of quantum field theory

Cryptography
Molecular dynamics

…

Quantum machine learning

Introduction Equation of state Color screening Summary

QCD on a lattice✏

�

�

�

SQCD[U, Â̄, Â] = a
4

ÿ

x

Nfÿ

f =1

Â̄f (x)
!

/D[U(x)] + mf
"

Âf (x)

≠ a
4

ÿ

x

ÿ

µ<‹

2
g2

0

Re tr
)

1 ≠ Uµ‹(x) + O(a2)
*

Dµ[Uµ(x)]Âf (x) =
Uµ(x)Âf (x + aµ̂) ≠ U

†
µ(x ≠ aµ̂)Âf (x ≠ aµ̂)

2a
+ O(a2)

Uµ(x) = exp[ig0Aµ(x)] gauge link
Uµ‹(x) = Uµ(x)U‹(x + aµ̂)U†

µ(x + a‹̂)U†
‹(x) plaquette

HPC=∆

5 / 25

Dense nuclear matter



James Mulligan REYES Nuclear Mentoring Program: Quantum Computing, Part 2 Aug 11 2022 8

Outline

1. Many-body nuclear structure

2. Real-time dynamics of scattering and hadronization

3. High-temperature/density QCD
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Outline

1. Many-body nuclear structure

2. Real-time dynamics of scattering and hadronization

3. High-temperature/density QCD
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Many-body nuclear physics
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Nucleus of  nucleons can be described by a HamiltonianA

H = T + V

Goal: describe the quantum properties of large nuclei, such as the ground state energy

 encodes the ground state and excited state 
energies of the nucleus
H

EH |ψ0⟩ = E0 |ψ0⟩
H |ψ1⟩ = E1 |ψ1⟩

⋯

Kinetic energy Potential energy
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Variational principle
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The expectation value of the Hamiltonian is always greater than or equal to its 
smallest eigenvalue:

Etrial = ⟨ψtrial |H |ψtrial⟩ ≥ E0

where  is the ground state energy of the systemE0

We can use this to approximate the ground state energy:
1. Parameterize the wavefunction: 
2. Guess an initial set of parameters: 

3. Compute the energy of that wavefunction: 
4. Update our guess for the trial wavefunction parameters, and repeat!

|ψ(θ)⟩
|ψtrial⟩ = |ψ(θtrial)⟩

Etrial = ⟨ψtrial |H |ψtrial⟩

E
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Variational Quantum Eigensolver
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Quantum
computer

Classical
computer

We can implement this in a hybrid quantum-classical algorithm

Choose parameters 
in a quantum circuit 

θtrial
U(θ)

U(θ)⋮ ⋮
0
0

0
0

|ψtrial⟩
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Variational Quantum Eigensolver
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Quantum
computer

Classical
computer

We can implement this in a hybrid quantum-classical algorithm

Initialize the trial wavefunction: 
|ψtrial⟩ = U(θ) |0⋯0⟩

Choose parameters 
in a quantum circuit 

θtrial
U(θ)

U(θ)⋮ ⋮
0
0

0
0

|ψtrial⟩
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Variational Quantum Eigensolver
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Quantum
computer

Classical
computer

We can implement this in a hybrid quantum-classical algorithm

Initialize the trial wavefunction: 
|ψtrial⟩ = U(θ) |0⋯0⟩

Measure the energy:
Etrial = ⟨ψtrial |H |ψtrial⟩

Choose parameters 
in a quantum circuit 

θtrial
U(θ)

U(θ)⋮ ⋮
0
0

0
0

|ψtrial⟩
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Variational Quantum Eigensolver
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Quantum
computer

Classical
computer

We can implement this in a hybrid quantum-classical algorithm

Initialize the trial wavefunction: 
|ψtrial⟩ = U(θ) |0⋯0⟩

Measure the energy:
Etrial = ⟨ψtrial |H |ψtrial⟩Compare  to Etrial Emin

Classical optimizer 
(e.g. SPSA)

Choose parameters 
in a quantum circuit 

θtrial
U(θ)
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Variational Quantum Eigensolver
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Quantum
computer

Classical
computer

We can implement this in a hybrid quantum-classical algorithm

Initialize the trial wavefunction: 
|ψtrial⟩ = U(θ) |0⋯0⟩

Measure the energy:
Etrial = ⟨ψtrial |H |ψtrial⟩Compare  to Etrial Emin

Classical optimizer 
(e.g. SPSA)

Choose parameters 
in a quantum circuit 

θtrial
U(θ)

Note: Eigenvalues can also be found by the Quantum Phase Estimation algorithm
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VQE for deuteron ground state energy
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FIG. 1. Low-depth circuits that generate unitary rotations in
Eq. (7) (panel a) and Eq. (8) (panel b). Also shown are the
single-qubit gates of the Pauli X matrix, the rotation Y (✓)
with angle ✓ around the Y axis, and the two-qubit cnot gates.

of a Hamiltonian is to use UCC ansatz in tandem with
the VQE algorithm [12, 15, 21]. We adopt this strat-
egy for the Hamiltonians described by Eqs. (4) and (5).
We define unitary operators entangling two and three or-
bitals,

U(✓) ⌘ e✓(a
†
0a1�a†

1a0) = ei
✓
2 (X0Y1�X1Y0), (7)

U(⌘, ✓) ⌘ e⌘(a
†
0a1�a†

1a0)+✓(a†
0a2�a†

2a0) (8)

⇡ ei
⌘
2 (X0Y1�X1Y0)ei

✓
2 (X0Z1Y2�X2Z1Y0).

In the second line of Eq. (8) we expressed the exponential
of the sum as the product of exponentials and note that
the discarded higher order commutators act trivially on
the initial product state |#""i. We seek an implementa-
tion of these unitary operations in a low-depth quantum
circuit. We note that U(⌘) and U(⌘, ✓) can be simplified
further because a single-qubit rotation about the Y axis
implements the same rotation as Eq. (7) within the two-
dimensional subspace {|#"i , |"#i}. Likewise Eq. (8) can
be simplified by the above argument except the first rota-
tion now lies within the {|#""i , |"#"i} subspace. The sec-
ond rotation, acting within the {|#""i , |""#i} subspace,
must be implemented as a Y -rotation controlled by the
state of qubit 0 in order to leave the |"#"i component un-
modified. The resulting gate decomposition for the UCC
operations are illustrated in Fig. 1.

Quantum computation.—We use the VQE [11]
quantum-classical hybrid algorithm to minimize the
Hamiltonian expectation value for our wavefunction
ansatz. In this approach, the Hamiltonian expectation
value is directly evaluated on a quantum processor with
respect to a variational wavefunction, i.e. the expectation
value of each Pauli term appearing in the Hamiltonian is
measured on the quantum chip. We recall that quantum-
mechanical measurements are stochastic even for an iso-
lated system, and that noise enters through undesired
couplings with the environment. To manage noise, we
took the maximum of 8,192 (10,000) measurements that
were allowed in cloud access for each expectation value on
the QX5 (19Q) quantum device. In contrast, the recent
experiment [13] by the IBM group employed up to 105

measurements and estimated that 106 would be neces-
sary to reach chemical accuracy on the six-qubit realiza-
tion of the BeH2 molecule involving more than a hundred
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�Ĥ
2
�

(M
eV

)
Theory

IBM

Rigetti

�� ��/2 0 �/2 �
�

�1

0

1

�Ô
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FIG. 2. (Color online) Experimentally determined energies
for H2 (top) and expectation values of the Pauli terms that
enter the two-qubit Hamiltonian H2 as determined on the
QX5 (center) and 19Q (bottom) chips. Experimental (theo-
retical) results are denoted by symbols (lines).

Pauli terms. In addition to statistical errors, we address
systematic measurement errors by shifting and re-scaling
experimental expectation values as outlined in the sup-
plemental material of Ref. [13]. The expectation values
returned from the quantum device are then used on a
classical computer to find the optimal rotation angle(s)
that minimize the energy, or the parametric dependence
of the energy on the variational parameters is mapped
for the determination of the minimum [12].

Our results are based on cloud access to the QX5 and
the 19Q chips, which consist of 16 and 19 superconduct-
ing qubits, respectively, with a single qubit connected to
up to three neighbors. This layout is well suited for our
task, because the Hamiltonian (5) only requires up to
two connections for each qubit. We collected extensively
more data on the QX5 device than on the 19Q and only
ran the N = 2 problem on the latter.

Results.—Figure 2 shows hH2i (top panel) and the ex-
pectation values of the four Pauli terms that enter the
Hamiltonian H2 as a function of the variational param-
eter ✓ for the QX5 (center panel) and the 19Q (bot-
tom panel). We see that the measurements are close
to the exact results, particularly in the vicinity of the
variational minimum of the energy. Cloud access, and
its occasional network interruptions, made the direct
minimization of the energy surface via VQE very chal-
lenging. Instead, we determined the minimum energies
EQX5

2 ⇡ �1.80±0.05 MeV and E19Q
2 ⇡ �1.72±0.03 MeV

from fitting a cubic spline close to the respective mini-
mum.
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In the second line of Eq. (8) we expressed the exponential
of the sum as the product of exponentials and note that
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be simplified by the above argument except the first rota-
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must be implemented as a Y -rotation controlled by the
state of qubit 0 in order to leave the |"#"i component un-
modified. The resulting gate decomposition for the UCC
operations are illustrated in Fig. 1.

Quantum computation.—We use the VQE [11]
quantum-classical hybrid algorithm to minimize the
Hamiltonian expectation value for our wavefunction
ansatz. In this approach, the Hamiltonian expectation
value is directly evaluated on a quantum processor with
respect to a variational wavefunction, i.e. the expectation
value of each Pauli term appearing in the Hamiltonian is
measured on the quantum chip. We recall that quantum-
mechanical measurements are stochastic even for an iso-
lated system, and that noise enters through undesired
couplings with the environment. To manage noise, we
took the maximum of 8,192 (10,000) measurements that
were allowed in cloud access for each expectation value on
the QX5 (19Q) quantum device. In contrast, the recent
experiment [13] by the IBM group employed up to 105

measurements and estimated that 106 would be neces-
sary to reach chemical accuracy on the six-qubit realiza-
tion of the BeH2 molecule involving more than a hundred
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�Ĥ
2
�

(M
eV

)

Theory

QX5

19Q

�1

0

1

�Ô
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FIG. 2. (Color online) Experimentally determined energies
for H2 (top) and expectation values of the Pauli terms that
enter the two-qubit Hamiltonian H2 as determined on the
QX5 (center) and 19Q (bottom) chips. Experimental (theo-
retical) results are denoted by symbols (lines).

Pauli terms. In addition to statistical errors, we address
systematic measurement errors by shifting and re-scaling
experimental expectation values as outlined in the sup-
plemental material of Ref. [13]. The expectation values
returned from the quantum device are then used on a
classical computer to find the optimal rotation angle(s)
that minimize the energy, or the parametric dependence
of the energy on the variational parameters is mapped
for the determination of the minimum [12].

Our results are based on cloud access to the QX5 and
the 19Q chips, which consist of 16 and 19 superconduct-
ing qubits, respectively, with a single qubit connected to
up to three neighbors. This layout is well suited for our
task, because the Hamiltonian (5) only requires up to
two connections for each qubit. We collected extensively
more data on the QX5 device than on the 19Q and only
ran the N = 2 problem on the latter.

Results.—Figure 2 shows hH2i (top panel) and the ex-
pectation values of the four Pauli terms that enter the
Hamiltonian H2 as a function of the variational param-
eter ✓ for the QX5 (center panel) and the 19Q (bot-
tom panel). We see that the measurements are close
to the exact results, particularly in the vicinity of the
variational minimum of the energy. Cloud access, and
its occasional network interruptions, made the direct
minimization of the energy surface via VQE very chal-
lenging. Instead, we determined the minimum energies
EQX5

2 ⇡ �1.80±0.05 MeV and E19Q
2 ⇡ �1.72±0.03 MeV

from fitting a cubic spline close to the respective mini-
mum.

Dumitrescu et al., 
PRL120, 210501 (2018)

Hamiltonian obtained from effective field theory

2

Hamiltonian and model space.—Pionless EFT provides
a systematically improvable and model-independent ap-
proach to nuclear interactions in a regime where the mo-
mentum scale Q of the interesting physics is much smaller
than a high-momentum cuto↵ ⇤ [22, 23]. At leading or-
der, this EFT describes the deuteron via a short-ranged
contact interaction in the 3S1 partial wave. We follow
Refs. [24, 25] and use a discrete variable representation
in the harmonic oscillator basis for the Hamiltonian. The
deuteron Hamiltonian is

HN =
N�1X

n,n0=0

hn0
|(T + V )|nia†

n0an. (1)

Here, the operators a†
n and an create and annihilate a

deuteron in the harmonic-oscillator s-wave state |ni. The
matrix elements of the kinetic and potential energy are

hn0
|T |ni =

~!
2


(2n + 3/2)�n

0

n �

p
n(n + 1/2)�n

0+1
n

�

p
(n + 1)(n + 3/2)�n

0�1
n

�
,

hn0
|V |ni = V0�

0
n�n

0

n . (2)

Here, V0 = �5.68658111 MeV, and n, n0 = 0, 1, . . . N �1,
for a basis of dimension N . We set ~! = 7 MeV, and
the potential has an ultraviolet cuto↵ ⇤ ⇡ 152 MeV [26],
which is still well separated from the bound-state mo-
mentum of about Q ⇡ 46 MeV.

Mapping the deuteron onto qubits.—Quantum com-
puters manipulate qubits by operations based on Pauli
matrices (denoted as Xq, Yq, and Zq on qubit q).
The deuteron creation and annihilation operators can
be mapped onto Pauli matrices via the Jordan-Wigner
transformation

a†
n !

1

2

2

4
n�1Y

j=0

�Zj

3

5 (Xn � iYn),

an !
1

2

2

4
n�1Y

j=0

�Zj

3

5 (Xn + iYn). (3)

A spin up |"i (down |#i) on qubit n corresponds to
zero (one) deuteron in the state |ni. As we deal with
single-particle states, the symmetry under permutations
plays no role here. To compute the ground-state en-
ergy of the deuteron we employ the following strategy.
We determine the ground-state energies of the Hamilto-
nian (1) for N = 1, 2, 3 and use those values to extrap-
olate the energy to the infinite-dimensional space. We
have H1 = 0.218291(Z0 � I) MeV, and its ground-state
energy E1 = h#| H1 |#i ⇡ �0.436 MeV requires no com-
putation. Here, I denotes the identity operation. For

E from exact diagonalization
N EN O(e�2kL) O(kLe�4kL) O(e�4kL)
2 �1.749 �2.39 �2.19
3 �2.046 �2.33 �2.20 �2.21

E from quantum computing
N EN O(e�2kL) O(kLe�4kL) O(e�4kL)
2 �1.74(3) �2.38(4) �2.18(3)
3 �2.08(3) �2.35(2) �2.21(3) �2.28(3)

TABLE I. Ground-state energies of the deuteron (in MeV)
from finite-basis calculations (EN ) and extrapolations to in-
finite basis size at a given order of the extrapolation for-
mula (6). The upper part shows results from exact diag-
onalizations in Hilbert spaces with N single-particle states,
and the lower part the results from quantum computing on
N qubits. We have E1 = �0.436 MeV. The fit at O(e�4kL)
requires three parameters and is only possible for N = 3. The
deuteron ground-state energy is �2.22 MeV.

N = 2, 3 we have (all numbers are in units of MeV)

H2 = 5.906709I + 0.218291Z0 � 6.125Z1

� 2.143304 (X0X1 + Y0Y1) , (4)

H3 = H2 + 9.625(I � Z2)

� 3.913119 (X1X2 + Y1Y2) . (5)

For the extrapolation to the infinite space we employ
the harmonic-oscillator variant of Lüscher’s formula [27]
for finite-size corrections to the ground-state energy [28]

EN = �
~2k2

2m

✓
1 � 2

�2

k
e�2kL

� 4
�4L

k
e�4kL

◆

+
~2k�2

m

✓
1 �

�2

k
�

�4

4k2
+ 2w2k�4

◆
e�4kL. (6)

Here, the finite-basis result EN equals the infinite-basis
energy E1 = �~2k2/(2m) plus exponentially small cor-
rections. In Eq. (6), L = L(N) is the e↵ective hard-
wall radius for the finite basis of dimension N , k is
the bound-state momentum, � the asymptotic normal-
ization coe�cient, and w2 an e↵ective range parame-
ter. For N = 1, 2 and 3 we have L(N) = 9.14, 11.45,
and 13.38 fm as the e↵ective hard-wall radius in the
oscillator basis with ~! = 7 MeV, respectively, and
L(N) ⇡

p
(4N + 7)~/(m!) for N � 1 [29]. Using the

ground-state energies EN for N = 1, 2 allows one to fit
the leading O(e�2kL) and subleading O(kLe�4kL) cor-
rections by adjusting k and �. Inclusion of the N = 3
ground-state energy also allows one to fit the smaller
O(e�4kL) correction by adjusting w2. The results of this
extrapolation are presented in the upper part of Table I,
together with the energies EN from matrix diagonaliza-
tion. We note that the most precise N = 2 (N = 3)
extrapolated result is about 2% (0.5%) away from the
deuteron’s ground-state energy of �2.22 MeV.
Variational wavefunction.—In quantum computing, a

popular approach to determine the ground-state energy
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Results

Mapping to qubits

Quantum circuit
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FIG. 1. Low-depth circuits that generate unitary rotations in
Eq. (7) (panel a) and Eq. (8) (panel b). Also shown are the
single-qubit gates of the Pauli X matrix, the rotation Y (✓)
with angle ✓ around the Y axis, and the two-qubit cnot gates.

of a Hamiltonian is to use UCC ansatz in tandem with
the VQE algorithm [12, 15, 21]. We adopt this strat-
egy for the Hamiltonians described by Eqs. (4) and (5).
We define unitary operators entangling two and three or-
bitals,

U(✓) ⌘ e✓(a
†
0a1�a†

1a0) = ei
✓
2 (X0Y1�X1Y0), (7)

U(⌘, ✓) ⌘ e⌘(a
†
0a1�a†

1a0)+✓(a†
0a2�a†

2a0) (8)

⇡ ei
⌘
2 (X0Y1�X1Y0)ei

✓
2 (X0Z1Y2�X2Z1Y0).

In the second line of Eq. (8) we expressed the exponential
of the sum as the product of exponentials and note that
the discarded higher order commutators act trivially on
the initial product state |#""i. We seek an implementa-
tion of these unitary operations in a low-depth quantum
circuit. We note that U(⌘) and U(⌘, ✓) can be simplified
further because a single-qubit rotation about the Y axis
implements the same rotation as Eq. (7) within the two-
dimensional subspace {|#"i , |"#i}. Likewise Eq. (8) can
be simplified by the above argument except the first rota-
tion now lies within the {|#""i , |"#"i} subspace. The sec-
ond rotation, acting within the {|#""i , |""#i} subspace,
must be implemented as a Y -rotation controlled by the
state of qubit 0 in order to leave the |"#"i component un-
modified. The resulting gate decomposition for the UCC
operations are illustrated in Fig. 1.

Quantum computation.—We use the VQE [11]
quantum-classical hybrid algorithm to minimize the
Hamiltonian expectation value for our wavefunction
ansatz. In this approach, the Hamiltonian expectation
value is directly evaluated on a quantum processor with
respect to a variational wavefunction, i.e. the expectation
value of each Pauli term appearing in the Hamiltonian is
measured on the quantum chip. We recall that quantum-
mechanical measurements are stochastic even for an iso-
lated system, and that noise enters through undesired
couplings with the environment. To manage noise, we
took the maximum of 8,192 (10,000) measurements that
were allowed in cloud access for each expectation value on
the QX5 (19Q) quantum device. In contrast, the recent
experiment [13] by the IBM group employed up to 105

measurements and estimated that 106 would be neces-
sary to reach chemical accuracy on the six-qubit realiza-
tion of the BeH2 molecule involving more than a hundred
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�Ĥ
2
�

(M
eV

)

Theory

QX5

19Q

�1

0

1

�Ô
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�Ĥ
2
�

(M
eV

)

Theory

QX5

19Q

(a) (b) (c)

(a) (b) (c)

(a) (b) (c)

�� ��/2 0 �/2 �
�

0

5

10

�Ĥ
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FIG. 2. (Color online) Experimentally determined energies
for H2 (top) and expectation values of the Pauli terms that
enter the two-qubit Hamiltonian H2 as determined on the
QX5 (center) and 19Q (bottom) chips. Experimental (theo-
retical) results are denoted by symbols (lines).

Pauli terms. In addition to statistical errors, we address
systematic measurement errors by shifting and re-scaling
experimental expectation values as outlined in the sup-
plemental material of Ref. [13]. The expectation values
returned from the quantum device are then used on a
classical computer to find the optimal rotation angle(s)
that minimize the energy, or the parametric dependence
of the energy on the variational parameters is mapped
for the determination of the minimum [12].

Our results are based on cloud access to the QX5 and
the 19Q chips, which consist of 16 and 19 superconduct-
ing qubits, respectively, with a single qubit connected to
up to three neighbors. This layout is well suited for our
task, because the Hamiltonian (5) only requires up to
two connections for each qubit. We collected extensively
more data on the QX5 device than on the 19Q and only
ran the N = 2 problem on the latter.

Results.—Figure 2 shows hH2i (top panel) and the ex-
pectation values of the four Pauli terms that enter the
Hamiltonian H2 as a function of the variational param-
eter ✓ for the QX5 (center panel) and the 19Q (bot-
tom panel). We see that the measurements are close
to the exact results, particularly in the vicinity of the
variational minimum of the energy. Cloud access, and
its occasional network interruptions, made the direct
minimization of the energy surface via VQE very chal-
lenging. Instead, we determined the minimum energies
EQX5

2 ⇡ �1.80±0.05 MeV and E19Q
2 ⇡ �1.72±0.03 MeV

from fitting a cubic spline close to the respective mini-
mum.
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value of each Pauli term appearing in the Hamiltonian is
measured on the quantum chip. We recall that quantum-
mechanical measurements are stochastic even for an iso-
lated system, and that noise enters through undesired
couplings with the environment. To manage noise, we
took the maximum of 8,192 (10,000) measurements that
were allowed in cloud access for each expectation value on
the QX5 (19Q) quantum device. In contrast, the recent
experiment [13] by the IBM group employed up to 105

measurements and estimated that 106 would be neces-
sary to reach chemical accuracy on the six-qubit realiza-
tion of the BeH2 molecule involving more than a hundred
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FIG. 2. (Color online) Experimentally determined energies
for H2 (top) and expectation values of the Pauli terms that
enter the two-qubit Hamiltonian H2 as determined on the
QX5 (center) and 19Q (bottom) chips. Experimental (theo-
retical) results are denoted by symbols (lines).

Pauli terms. In addition to statistical errors, we address
systematic measurement errors by shifting and re-scaling
experimental expectation values as outlined in the sup-
plemental material of Ref. [13]. The expectation values
returned from the quantum device are then used on a
classical computer to find the optimal rotation angle(s)
that minimize the energy, or the parametric dependence
of the energy on the variational parameters is mapped
for the determination of the minimum [12].

Our results are based on cloud access to the QX5 and
the 19Q chips, which consist of 16 and 19 superconduct-
ing qubits, respectively, with a single qubit connected to
up to three neighbors. This layout is well suited for our
task, because the Hamiltonian (5) only requires up to
two connections for each qubit. We collected extensively
more data on the QX5 device than on the 19Q and only
ran the N = 2 problem on the latter.

Results.—Figure 2 shows hH2i (top panel) and the ex-
pectation values of the four Pauli terms that enter the
Hamiltonian H2 as a function of the variational param-
eter ✓ for the QX5 (center panel) and the 19Q (bot-
tom panel). We see that the measurements are close
to the exact results, particularly in the vicinity of the
variational minimum of the energy. Cloud access, and
its occasional network interruptions, made the direct
minimization of the energy surface via VQE very chal-
lenging. Instead, we determined the minimum energies
EQX5

2 ⇡ �1.80±0.05 MeV and E19Q
2 ⇡ �1.72±0.03 MeV

from fitting a cubic spline close to the respective mini-
mum.
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Outline

1. Many-body nuclear structure

2. Real-time dynamics of scattering and hadronization

3. High-temperature/density QCD
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Solving the equations of QCD
 ℒ = − 1

4 Fa
μνFaμν+

6

∑
j=1

qj(iγμDμ−mj)qj

Perturbative QCD Lattice QCD
For , compute scattering 
amplitudes with Feynman diagrams

αs ≪ 1

σ = σ(0) + αsσ(1) + α2
s σ(2) + . . .

For low-density systems, compute static 
quantities with lattice regularization

Introduction Equation of state Color screening Summary

QCD on a lattice✏

�

�
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SQCD[U, Â̄, Â] = a
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Re tr
)

1 ≠ Uµ‹(x) + O(a2)
*

Dµ[Uµ(x)]Âf (x) =
Uµ(x)Âf (x + aµ̂) ≠ U

†
µ(x ≠ aµ̂)Âf (x ≠ aµ̂)

2a
+ O(a2)

Uµ(x) = exp[ig0Aµ(x)] gauge link
Uµ‹(x) = Uµ(x)U‹(x + aµ̂)U†

µ(x + a‹̂)U†
‹(x) plaquette

HPC=∆

5 / 25

Hadron spectra
Deconfinement 
transition
Chiral symmetry 
restoration

…but no strong coupling! …but no dynamics!



James Mulligan REYES Nuclear Mentoring Program: Quantum Computing, Part 2 Aug 11 2022 20

Real-time dynamics

What are the dynamics that confine 
quarks and gluons into hadrons?

How does a high-energy quark or 
gluon fragment into a jet?
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Quantum simulation Feynman `81
Lloyd `96 

A quantum computer can naturally simulate a quantum system described by a Hamiltonian H

(1) Initial state preparation

(2) Time evolution

(3) Measurement

|ψ(t)⟩

|0⋯0⟩ → |ψ(0)⟩

UH(t)|ψ(0)⟩

where UH = e−iHt/ℏ
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Simulating quantum field theories

22

Introduction Equation of state Color screening Summary

QCD on a lattice✏
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Uµ(x)Âf (x + aµ̂) ≠ U

†
µ(x ≠ aµ̂)Âf (x ≠ aµ̂)

2a
+ O(a2)

Uµ(x) = exp[ig0Aµ(x)] gauge link
Uµ‹(x) = Uµ(x)U‹(x + aµ̂)U†

µ(x + a‹̂)U†
‹(x) plaquette

HPC=∆

5 / 25

There is an extra complication if we want to simulate QCD: 
it is a quantum field theory — the particle number is not fixed

This requires us to simulate fields at all points in 
spacetime: lattice QCD
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Simulating quantum field theories
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Introduction Equation of state Color screening Summary

QCD on a lattice✏
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Uµ(x)Âf (x + aµ̂) ≠ U

†
µ(x ≠ aµ̂)Âf (x ≠ aµ̂)

2a
+ O(a2)

Uµ(x) = exp[ig0Aµ(x)] gauge link
Uµ‹(x) = Uµ(x)U‹(x + aµ̂)U†

µ(x + a‹̂)U†
‹(x) plaquette

HPC=∆

5 / 25

There is an extra complication if we want to simulate QCD: 
it is a quantum field theory — the particle number is not fixed

This requires us to simulate fields at all points in 
spacetime: lattice QCD

However, traditional Lattice QCD cannot simulate dynamics due to infamous sign problem

∫ eiℒt

t → it

Traditional lattice QCD uses 
imaginary time, not real time

Real time Imaginary timeIntegrals of form: 
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Quantum simulation of real-time dynamics
Hamiltonian formulation of field theories

Discretize space, keep time continuous
Digitize fields

|ψ(t)⟩UH(t)|ψ(0)⟩

where UH = e−iHt/ℏ

Kogut, Susskind `75

The matrix  will be huge…but we can use quantum simulation!H
Bauer, Nachman, Freytsis (2021)
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Example 1: Scattering in scalar field theories

25

Henry Lamm

Jordan, Lee, Preskill (2014)

Can be simulated efficiently using quantum computers!
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Example 2: Hadronization

F. Ringer Quantum computing & Real-time dynamics February 02, 2022

The string-breaking mechanism

45

• Model of hadronization

• Real-time evolution               d

Jong, Lee, Mulligan, Ploskon, Ringer, Yao 
- in preparation

see also Magnifico et al., Berges et al.

<latexit sha1_base64="hPmNA3b+JcUXq5VZq+D6crkY+Ow=">AAACDnicbZDLSsNAFIYn9VbrLerSzWARXJWkiLosiuCygr1AE8pkctIOnUzCzKRQQt/BB3Crj+BO3PoKPoGv4bTNQlt/GPj4zzmcM3+Qcqa043xZpbX1jc2t8nZlZ3dv/8A+PGqrJJMUWjThiewGRAFnAlqaaQ7dVAKJAw6dYHQ7q3fGIBVLxKOepODHZCBYxCjRxurbtseJGHDAd56cQ9+uOjVnLrwKbgFVVKjZt7+9MKFZDEJTTpTquU6q/ZxIzSiHacXLFKSEjsgAegYFiUH5+fzyKT4zToijRJonNJ67vydyEis1iQPTGRM9VMu1mflvTZlThhAurdfRtZ8zkWYaBF1sjzKOdYJn2eCQSaCaTwwQKpn5AKZDIgnVJsGKScZdzmEV2vWae1mrP1xUGzdFRmV0gk7ROXLRFWqge9RELUTRGD2jF/RqPVlv1rv1sWgtWcXMMfoj6/MHiROcNA==</latexit>

hEiElectric field

• Will inform studies of 
hadronization at the EIC 

Jong, Lee, Mulligan, 
Ploskon, Ringer, Yao

Real-time picture of string 
breaking mechanismF. Ringer Quantum computing & Real-time dynamics February 02, 2022

Schwinger model & Hadronization

43

<latexit sha1_base64="nY0kxrXp7iQKIEYvdGXqQV9OIms=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKewGUY9BLx4jmAckS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHdFCWfG+v63V1hb39jcKm6Xdnb39g/Kh0cto1JNaJMornQnwoZyJmnTMstpJ9EUi4jTdjS+nfntJ6oNU/LBThIaCjyULGYEWye1eoYJpPvlil/150CrJMhJBXI0+uWv3kCRVFBpCcfGdAM/sWGGtWWE02mplxqaYDLGQ9p1VGJBTZjNr52iM6cMUKy0K2nRXP09kWFhzERErlNgOzLL3kz8z+umNr4OMyaT1FJJFovilCOr0Ox1NGCaEssnjmCimbsVkRHWmFgXUMmFECy/vEpatWpwWa3dX1TqN3kcRTiBUziHAK6gDnfQgCYQeIRneIU3T3kv3rv3sWgtePnMMfyB9/kDTJCO9A==</latexit>⇠ r

Schwinger `62• QED in 1+1 dimensions

• Model of hadronization & string breaking in QCD e.g. Pythia

• Confining potential       

• Phenomenological applications see e.g. Loshaj, Kharzeev `13

<latexit sha1_base64="Xu501lERNllHJ99jJQKEfxVpH/A=">AAACUnicdVLLSgMxFE3rq9ZX1aWbYBF0YZkp9dGFICriwkWFVgVTSybNtMEkMyQZoYT5Mb/DjTt3op/gykyt4vNC4HDuvTmckwQxZ9p43kMuPzY+MTlVmC7OzM7NL5QWl851lChCWyTikboMsKacSdoyzHB6GSuKRcDpRXBzmPUvbqnSLJJNM4hpW+CeZCEj2DiqU2oigU2fYG5P0z0UudHsJotizdJ1BpHmWPdpFx5tig2YsZsoVJhYP7W1FB5fWyQSiGTicOcTd0plr1Kvb3m1Hfgb+BVvWGUwqkan9IS6EUkElYY4QX3le7FpW6wMI5ymRZRoGmNyg3v0ykGJBdVtO3SfwjXHdGEYKXekgUP264bFQuuBCNxk5lX/7GXkn72R9x/yJtxtWybjxFBJ3tXDhEMTwSxf2GWKEsMHDmCimDMASR+7yIx7haJL5sM+/B+cVyv+dqV6VivvH4wyKoAVsArWgQ92wD44AQ3QAgTcgUfwDF5y97nXvPsl76P53GhnGXyr/Owb6dC1YA==</latexit>

L =  (i /D �m) � 1

4
Fµ⌫Fµ⌫

Schwinger model: QED in 1+1D
Confinement
Chiral symmetry breaking

Long-term goal: QCD hadronization

Magnifico, Dalmonte, Facchi, 
Pascazio, Pepe, Ercolessi (2020)
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The path towards QCD

27

Many ongoing efforts:
Formulate how to efficiently digitize QCD
Simulate simpler QFTs in order to gain insights about QCD

Quantum computers have opened the prospect to simulate real-time dynamics of QCD
We do not yet know whether it is possible!
Fundamental question: Can any system realized in nature be computed efficiently by a quantum computer?

But there are several major challenges
Is it possible to efficiently encode  into quantum gates?
How to enforce gauge invariance?
…

HQCD

Klco et al. (2021)
Bauer et al. (2021)
Shaw et al. (2020)

Raychowdhury, Stryker (2020)
Alexandru et al. (2019)

Davoudi et al. (2019)
Klco, Savage (2018)

Muschik et al. (2016)
…

Hphysical+unphysical

Hphysical
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Outline

1. Many-body nuclear structure

2. Real-time dynamics of scattering and hadronization

3. High-temperature/density QCD
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The landscape of QCD matter
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The quark-gluon plasma

This phase of matter filled the universe for most 
of the first few microseconds after the Big Bang

If we heat nuclear matter to , 
quarks and gluons become deconfined into a 
quark-gluon plasma

T ≈ 150 MeV

Creating and probing the properties of the quark-gluon plasma

Quarks & gluons are confined in hadrons in ordinary matter. Heavy-ion collisions deposit huge
energy in a finite region, creating quark-gluon plasma (QGP) medium for �x ,�⌧ ⇠ 10 fm.

ALICE event

Only see final state.

What are medium’s properties?

The created QGP demonstrates hydrodynamic and near-equilibrium behaviors
! we can learned a lot long-wave length properties ⌘/s, ⇣/s, · · ·

We still need additional probes to test its microscopic structures.

Weiyao Ke HENPIC (online) July 2, 2020 3 / 17

Weiyao Ke
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Heavy-ion collisions

We collide nuclei together at the 

to produce droplets of hot, dense 
quark-gluon plasma

Big picture

3

� We have a model of some physical process, say a relativistic heavy ion collision

� We have experimental measurements of this same process

Initial stage Hydrodynamics Cooper-Frye SMASH

What can we learn about 
the model from the 

measurements?

T ≈ 150-500 MeV t ∼ % (10 fm/c)
MADAI Collaboration

Large Hadron Collider (LHC) 
Relativistic Heavy Ion Collider (RHIC)

Soft collisions transform 
kinetic energy of nuclei into 
region of large energy density
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Potential applications for quantum computing
High density QCD: Lattice QCD can only 
calculate static quantities at low density

calculable not calculable: sign problem



James Mulligan REYES Nuclear Mentoring Program: Quantum Computing, Part 2 Aug 11 2022 33

Potential applications for quantum computing
High density QCD: Lattice QCD can only 
calculate static quantities at low density

calculable

In vacuum: perturbative QCD
No sense of  “time evolution”

In medium: must combine probe evolution 
with hydrodynamic evolution of the QGP

Real-time dynamics of probes evolving 
through the quark-gluon plasma

not calculable: sign problem
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Example 1: Transport coefficients
Cohen, Lamm, Lawrence, Yamauchi (2021)

The quark-gluon plasma can be characterized by 
various transport coefficients:

Shear viscosity
Bulk viscosity
Transverse diffusion
…

Can be computed from energy-momentum tensor:

F. Ringer, LBNL Quantum computing Aug 04 2021

Quantum algorithms for transport coefficients

24

Cohen, Lamm, Lawrence, Yamauchi `21

see also Barata, Salgado `21

• Hydrodynamic flow of the quark-gluon plasma in 
heavy-ion collisions

• Non-perturbative input e.g. viscosity
• Potential near-term application

qubits for pure glue
<latexit sha1_base64="OU+pyecCoolT4TlpmJAkzsgmNx0=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CRbBU9ktRT0WvXisYD+kXUs2zbahSXZJskJZ+iu8eFDEqz/Hm//GbLsHbX0w8Hhvhpl5QcyZNq777RTW1jc2t4rbpZ3dvf2D8uFRW0eJIrRFIh6pboA15UzSlmGG026sKBYBp51gcpP5nSeqNIvkvZnG1Bd4JFnICDZWeuhrJpDnPtYH5YpbdedAq8TLSQVyNAflr/4wIomg0hCOte55bmz8FCvDCKezUj/RNMZkgke0Z6nEgmo/nR88Q2dWGaIwUrakQXP190SKhdZTEdhOgc1YL3uZ+J/XS0x45adMxomhkiwWhQlHJkLZ92jIFCWGTy3BRDF7KyJjrDAxNqOSDcFbfnmVtGtV76Jau6tXGtd5HEU4gVM4Bw8uoQG30IQWEBDwDK/w5ijnxXl3PhatBSefOYY/cD5/AIWTj5M=</latexit>

⇠ 104

<latexit sha1_base64="Pw3Fb/i27D48nZysFrrwRrWqKws=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYBA8hd0g6jHoxWME85BkDbOT2WTIPJaZWSEs+QovHhTx6ud482+cJHvQxIKGoqqb7q4o4cxY3//2VlbX1jc2C1vF7Z3dvf3SwWHTqFQT2iCKK92OsKGcSdqwzHLaTjTFIuK0FY1upn7riWrDlLy344SGAg8kixnB1kkPXcMECvzHaq9U9iv+DGiZBDkpQ456r/TV7SuSCiot4diYTuAnNsywtoxwOil2U0MTTEZ4QDuOSiyoCbPZwRN06pQ+ipV2JS2aqb8nMiyMGYvIdQpsh2bRm4r/eZ3UxldhxmSSWirJfFGccmQVmn6P+kxTYvnYEUw0c7ciMsQaE+syKroQgsWXl0mzWgkuKtW783LtOo+jAMdwAmcQwCXU4Bbq0AACAp7hFd487b14797HvHXFy2eO4A+8zx+Ci4+R</latexit>

⇠ 102

<latexit sha1_base64="RhIelufftLn8fdZl5OfLGixtqsw=">AAACA3icbZDLSsNAFIYn9VbrLepON4NFqAglaUWFbopuXFY0baEJZTKZtkMnF2YmQgkBN76KGxeKuPUl3Pk2TtMstPWHgY//nMOZ87sRo0IaxrdWWFpeWV0rrpc2Nre2d/TdvbYIY46JhUMW8q6LBGE0IJakkpFuxAnyXUY67vh6Wu88EC5oGNzLSUQcHw0DOqAYSWX19YP6qZnY3IdeajfsBsz4zkor9ZO+XjaqRia4CGYOZZCr1de/bC/EsU8CiRkSomcakXQSxCXFjKQlOxYkQniMhqSnMEA+EU6S3ZDCY+V4cBBy9QIJM/f3RIJ8ISa+qzp9JEdivjY1/6v1Yjm4dBIaRLEkAZ4tGsQMyhBOA4Ee5QRLNlGAMKfqrxCPEEdYqthKKgRz/uRFaNeq5nm1dntWbl7lcRTBITgCFWCCC9AEN6AFLIDBI3gGr+BNe9JetHftY9Za0PKZffBH2ucP7PCVyQ==</latexit>

3 + 1d SU(3)

<latexit sha1_base64="YjZd3fp5Hrkb+f0ejbDuTg3Cah8=">AAACBHicbVDLSsNAFJ34rPUVddnNYBEEoSRFVOim6MaVVLAPbEKYTCbt0MkkzEyEErpw46+4caGIWz/CnX/jpM1CWw9cOJxzL/fe4yeMSmVZ38bS8srq2nppo7y5tb2za+7td2ScCkzaOGax6PlIEkY5aSuqGOklgqDIZ6Trj65yv/tAhKQxv1PjhLgRGnAaUoyUljyzUj+xM0dEMJg4DacBnQipoe9n9xPvxjOrVs2aAi4SuyBVUKDlmV9OEOM0IlxhhqTs21ai3AwJRTEjk7KTSpIgPEID0teUo4hIN5s+MYFHWglgGAtdXMGp+nsiQ5GU48jXnfmNct7Lxf+8fqrCCzejPEkV4Xi2KEwZVDHME4EBFQQrNtYEYUH1rRAPkUBY6dzKOgR7/uVF0qnX7LNa/fa02rws4iiBCjgEx8AG56AJrkELtAEGj+AZvII348l4Md6Nj1nrklHMHIA/MD5/AA/Olxw=</latexit>

2 + 1d ZNqubits for 

• Energy-momentum tensor in the Hamiltonian 
formulation

Modest qubit requirement:  qubits for gluonic theory≈ 104

More tractable than full simulation of quark-gluon plasma
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Example 2: Probing the quark-gluon plasma
Simulate the rate of heavy quark bound pairs (quarkonium) 
that are “melted” by the quark-gluon plasma)

Matt Durham – APS Group on Hadronic Physics Workshop 24

Outline
• Introduction
• Quarkonium in pp collisions
• Quarkonium in Medium - Small Systems
• Quarkonium in Medium - Larger Systems
• Exotics
• Future Facilities
• Summary

Environment - Nuclear matter

H(t) = HS(t) +HE(t) +HI(t)

Subsystem - Probe — Jet, heavy quarks, …

Open quantum system formalism
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Example 2: Probing the quark-gluon plasma
Simulate the rate of heavy quark bound pairs (quarkonium) 
that are “melted” by the quark-gluon plasma)
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3 qubits fraction of pairs that 
remains in “bound state”
P0(t)

. . .

https://arxiv.org/abs/2010.03571
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Summary
Quantum computing offers potential opportunities to vastly expand our 
understanding of QCD

Many-body nuclear structure
Real-time dynamics of scattering and hadronization
High-temperature/density QCD
…

Short-term: Current quantum hardware is too small and noisy to achieve 
quantum advantage, but it is an important time to explore potential applications

Long-term: Determining whether QCD can be simulated efficiently by 
quantum computers will give us profound insights about nature

Creating and probing the properties of the quark-gluon plasma

Quarks & gluons are confined in hadrons in ordinary matter. Heavy-ion collisions deposit huge
energy in a finite region, creating quark-gluon plasma (QGP) medium for �x ,�⌧ ⇠ 10 fm.

ALICE event

Only see final state.

What are medium’s properties?

The created QGP demonstrates hydrodynamic and near-equilibrium behaviors
! we can learned a lot long-wave length properties ⌘/s, ⇣/s, · · ·

We still need additional probes to test its microscopic structures.
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