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Creating and probing the properties of the quark-gluon plasma

Quarks & gluons are confined in hadrons in ordinary matter. Heavy-ion collisions deposit huge
energy in a finite region, creating quark-gluon plasma (QGP) medium for �x ,�⌧ ⇠ 10 fm.

ALICE event

Only see final state.

What are medium’s properties?

The created QGP demonstrates hydrodynamic and near-equilibrium behaviors
! we can learned a lot long-wave length properties ⌘/s, ⇣/s, · · ·

We still need additional probes to test its microscopic structures.

Weiyao Ke HENPIC (online) July 2, 2020 3 / 17

The quark-gluon plasma

4

If we heat nuclear matter to , quarks and 
gluons become deconfined into a strongly-coupled fluid

T = 𝒪 (100 MeV)

The quark-gluon plasma is a laboratory to understand how 
complex properties arise from Quantum Chromodynamics

How does this strongly-coupled fluid emerge from the Lagrangian?

Does deconfined QCD have quasi-particle structure?

How does color confinement emerge?
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Heavy-ion collisions
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Big picture

3

� We have a model of some physical process, say a relativistic heavy ion collision

� We have experimental measurements of this same process

Initial stage Hydrodynamics Cooper-Frye SMASH

What can we learn about 
the model from the 

measurements?

We collide nuclei at

Large Hadron Collider (LHC) 
Relativistic Heavy Ion Collider (RHIC)

to produce a hot, dense state of matter 
known as the quark-gluon plasma

Soft collisions transform kinetic 
energy of nuclei into region of large 
energy density for t ∼ 𝒪 (10 fm/c)
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• Highly energetic particles: jets
• Large mass particles: heavy quarks

In addition to soft scatterings, there are occasional 
hard scatterings (large- ) in the collisionsQ2

These “hard probes” interact with the quark-
gluon plasma as they traverse it

• By modeling these interactions, we hope 
to determine the structure of the QGP

Hard probes of the quark gluon plasma
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Hard probes — experiment
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Experiments measure how cross-sections of hard probes are modified 
in heavy-ion collisions compared to proton-proton collisions

Jets Heavy quarks

RAA =
d�PbPb

hTAAi d�pp

S. ACHARYA et al. PHYSICAL REVIEW C 101, 034911 (2020)
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FIG. 7. Jet RAA at
√

sNN = 5.02 TeV for R = 0.2 (left) and R = 0.4 (right) compared to LBT, SCETG, hybrid model, and JEWEL
predictions. The combined 〈TAA〉 uncertainty and pp luminosity uncertainty of 2.8% is illustrated as a band on the dashed line at RAA = 1.
Systematic uncertainties are only included for the SCETG and hybrid model predictions; see text for details.

evolution of jet and recoiling medium particles through the
thermal medium with linear Boltzmann equations. An effec-
tive strong coupling constant αs is taken as a free parameter fit
to experimental data. The model calculations are performed
according to the methods in Ref. [25]. No systematic uncer-
tainties were provided for this calculation.

Soft collinear effective theory with Glauber gluons
(SCETG) builds on the approach of soft collinear effective
theory (SCET), in which the jet cross section is factorized
into a “hard function” corresponding to the initial scattering
and a “jet function” corresponding to the fragmentation of
a hard-scattered parton into a jet. In SCETG, jet energy loss
in heavy-ion collisions is implemented by interactions of
jet partons with the hot QCD medium in an effective field
theory via the exchange of “Glauber” gluons, encapsulated in
an in-medium jet function. The predictions were performed
according to Ref. [29] but with minor differences. The pp
jet cross section was computed to NLO in αs, and with a
LL resummation in jet R. Medium effects were computed
at NLO, but without a resummation in jet R (resulting in
large systematic uncertainties for R = 0.2). The in-medium
splitting functions described above include radiative processes
evaluated using 2 + 1D viscous hydrodynamics, but these
predictions do not include collisional energy loss. Note that
this could have significant impact particularly on the larger
radius jets, where it may increase suppression. The EFT
coupling constant between the medium and jets is g = 2.0.
For pp collisions, the CT14nlo PDF was used, and for Pb-Pb
collisions, the nCTEQ15FullNuc PDF was used. Energy loss
in cold nuclear matter was also taken into account. The plotted
error band represents the systematic uncertainty obtained by
scale variations.

In the hybrid model, partons are produced by vacuum
pQCD, and shower according to vacuum pQCD—but in be-
tween these hard splittings, parton energy loss is modeled
according to a gauge-gravity duality computation in N = 4

supersymmetric Yang-Mills at infinitely strong coupling and
large Nc. Model predictions were provided with two values
of Lres, which describes the scale at which the medium
can resolve two split partons. The medium evolution was
modeled by a hydrodynamic expansion. The plotted error
bands represent the combination of statistical and systematic
uncertainties.

All models exhibit strong suppression and produce the
same qualitative trend of RAA as a function of pT,jet . In the case
R = 0.2, JEWEL slightly underpredicts the jet RAA regardless
of whether medium recoils are included, while for R = 0.4 the
“recoils on” prediction is more consistent with the data. There
is no significant difference between the “recoil on” or “recoil
off” option in JEWEL for R = 0.2; one expects in general
a smaller impact from medium recoil in smaller radius jets.
The LBT model describes the data marginally better, but still
shows slight tension. Note that the dominant systematic un-
certainties in the data are positively correlated between pT,jet
bins. Neither the JEWEL nor LBT predictions include system-
atic uncertainties. The SCETG predictions are consistent with
the data, although the R = 0.2 prediction has large systematic
uncertainties due to a lack of in-medium ln R resummation
in this calculation. Additionally, the SCETG calculation did
not include collisional energy loss, which may underestimate
suppression for R = 0.4. The hybrid model describes the trend
of the data reasonably well, although like the LBT model, it
exhibits slight tension, particularly in the pT,jet < 100 GeV/c
range. The shapes of the pT,jet dependence differ between
the model predictions, most notably between SCETG and the
others. While the experimental uncertainties are larger for
R = 0.4, the model predictions span a wider range of RAA
than in the case of R = 0.2, which highlights the importance
of measuring the R dependence of the jet RAA.

The predictions typically use different strategies for each
of the “non jet energy loss” pieces (initial state, expansion,
hadronization, pp reference spectrum) and do not attempt

034911-12

PRC 101 034911 (2020)

Jet yields are suppressed due to 
“energy loss” to the dense medium        

Yaxian MAO 
Central China Normal University

ALICE Overview (HP2020)

• J/ψ suppression reduced at low pT

➡     regeneration

• Reduced suppression from forward to central rapidities at low pT

➡ Larger      cross section at mid-rapidity (regeneration probability)

• First measurement of J/ψ polarization in AA → 2σ effect of  non-zero polarization at low pT

J/ψ RAA and polarization

15

arXiv: 2005.11128

J/ψ RAA J/ψ polarization

Heavy quark bound pairs (quarkonium) 
are “melted” by the hot medium
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Hard probes — theory
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Note that there is no sense of “time evolution”

see e.g. Majumder PRC 88 (2013)

In vacuum: calculate scattering of asymptotic states 
using perturbative QCD

In medium: must combine probe evolution 
with hydrodynamic evolution of the QGP

X.N. Wang

In heavy-ion collisions, the modifications of the probe due to its evolution through 
the QGP are typically put in “by hand”, rather than a true real-time evolution

Medium-modified parton shower
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Real-time evolution
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One could think to use lattice QCD to numerically solve for the 
modification of the probe

However, lattice QCD encounters a sign problem 

see e.g. Kumar, Majumder, Weber 2010.14463 (2020)

∫ eiℒt

which is typically alleviated by solving in Euclidean time t → it
(i.e. not real-time evolution)

But quantum computing offers a way to do real-time evolution!

Hamiltonian formulation of QCD
see e.g. Preskill `18

Is there a way we can compute real-time evolution in QCD?
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Open quantum systems and the nuclear medium
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Study the real time dynamics of the quantum evolution of 
probes in the nuclear medium (LHC/RHIC/EIC)

System - Jet/heavy-flavor

Environment - Nuclear matter

Akamatsu, Rothkopf `12-`20, Müller et al `18, Mehen, Yao `18, 
Qiu, Ringer, Sato, Zurita `19, Vaidya, Yao `20

In principle one could solve for the entire QGP evolution
But here we focus on simulating the probe

H(t) = HS(t) +HE(t) +HI(t)
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Open quantum systems and the nuclear medium
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The time evolution is governed by the von 
Neumann equation:

d

dt
⇢
(int)(t) = �i

h
H

(int)
I (t), ⇢(int)(t)

i

Akamatsu, Rothkopf `12-`20, Müller et al `18, Mehen, Yao `18, 
Qiu, Ringer, Sato, Zurita `19, Vaidya, Yao `20

Study the real time dynamics of the quantum evolution of 
probes in the nuclear medium (LHC/RHIC/EIC)

System - Jet/heavy-flavor

Environment - Nuclear matter

In principle one could solve for the entire QGP evolution
But here we focus on simulating the probe

H(t) = HS(t) +HE(t) +HI(t)



                         Hard probes in the QGP                    Open quantum systems                     Quantum Simulation       

Open quantum systems and the nuclear medium
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Akamatsu, Rothkopf `12-`20, Müller et al `18, Mehen, Yao `18, 
Qiu, Ringer, Sato, Zurita `19, Vaidya, Yao `20

In the Markovian limit, the subsystem is described by 
a Lindblad equation

See also e.g. non-global logs and CGC
Neill `15, Armesto et al. `19, Li, Kovner `20

⇢S = trE [⇢]

d

dt
⇢S = �i [HS , ⇢S ] +

mX

j=1

✓
Lj⇢SL

†
j �

1

2
L
†
jLj⇢S � 1

2
⇢SL

†
jLj

◆

Study the real time dynamics of the quantum evolution of 
probes in the nuclear medium (LHC/RHIC/EIC)

System - Jet/heavy-flavor

Environment - Nuclear matter

In principle one could solve for the entire QGP evolution
But here we focus on simulating the probe

H(t) = HS(t) +HE(t) +HI(t)
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Open quantum systems and the nuclear medium
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Open quantum systems
in Quantum mechanics

Real-time dependence of jets/heavy-flavor

QCD

• Currently various approximations are considered

Akamatsu, Rothkopf et al. `12-`20, Brambilla et al. `17-`20
Yao, Mueller, Mehen `18-`20, Sharma, Tiwari `20

Yao, Vaidya `19, Vaidya `20

Blaizot, Escobedo `18,  Yao, Mehen `18, `20

• Markovian limit
• Small coupling of system and environment
• Semi-classical transport
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Quarkonium suppression
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Akamatsu, Rothkopf et al. `12-`20, Brambilla et al. `17-`20
Yao, Mueller, Mehen `18-`20, Sharma, Tiwari `20

NRQCD + semiclassical approach 
compared to full quantum evolution

Sharma, Tiwari `20

Survival probability of the vacuum state

semiclassical

quantum

Bjorken expanding QGP T0 = 475 MeV

Quarkonium production in heavy-ion collisions

Open quantum system formalism for quarkonia
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Jet broadening

Yao, Vaidya JHEP 10 (2020)

Soft Collinear Effective Theory

• Forward scattering, 
Glauber gluon exchange

Markovian master equation describes evolution of jet density matrix:

where the probability to be in a given momentum state is:

First steps in the direction of jet physics

Open quantum system formalism for jets 

Jet energy Q

16
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Open quantum systems in 
heavy-ion collisions

Quantum simulation 
with IBM Q

Hard probes in the 
quark-gluon plasma

Outline
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Quantum computing
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Superposition and entanglement

If one can control this high-dimensional space, e.g. with appropriate interference of amplitudes, 
then one can potentially achieve exponential speedup of certain computations

For  qubits, there are  amplitudesN 2N

It is expected that quantum computers can solve some 
classically hard problems with exponential speedup

These include a number of highly impactful 
problems such as quantum simulation

P

BQP

NP

e.g.

| i =
2NX

i=1

ai | ii

|ψ⟩ = a1 |000⟩ + a2 |001⟩ + a3 |010⟩ + a4 |011⟩ + a5 |100⟩ + a6 |101⟩ + a7 |110⟩ + a8 |111⟩
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Quantum devices
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Superconducting circuits
Trapped ions
Optical lattice
Photonics
Topological
…
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And a variety of others…

relaxation quantifies the time it takes for a qubit to decay from its
excited state |1〉 to the ground state |0〉 (a bit-flip error) while
dephasing times correspond to the time it takes for a quantum
superposition state |+〉=(|0〉+|1〉/

ffiffiffi
2

p
to lose its phase relationship

between |0〉 and |1〉 (i.e. a phase-flip error). Both quantities play an
important role as shorter times will reduce the accuracy of
quantum operations.
The first experimental demonstration of a superconducting

qubit52 is attributed to the group at NEC in 1999, albeit with T2~1
ns. Since this seminal result, many groups around the world
conceived and implemented a variety of superconducting qubits
by varying with the superconducting circuits, for example, by
adding loops interrupted by one or more JJs or by adding
capacitors. Research involving all these variants helped the
community shed light on what limits coherence times. By now,
it is known that the charge noise, flux noise, the microwave
environment, and materials play crucial roles.
Any electromagnetic mode with finite quality factor that

couples to the qubit will impact the T1. T1 limitations from various
external couplings can now be analytically calculated, by
analyzing the real part of the admittance as seen by the qubit.53

As such, over the years many results have shown how to reduce or
eliminate residual coupling to electromagnetic modes that are
present, intentional or not.54–56 At the same time, it is also
necessary to minimize stray radiation especially at high frequency
which may be capable of generating quasi-particles.57,58

Dielectric loss plays a crucial role and appears to be limiting T1
for many superconducting qubits. It is believed to be due to two-
level systems (TLSs) at the microscopic level 59 that couple to the
qubit’s electric field.60–62 This dielectric loss manifests itself in two
different ways. First, bulk insulating material with a non-zero loss
tangent that is involved in any of the qubit’s total capacitance can
limit T1 times. A continuum of TLSs residing in this bulk material
lead to the standard exponential decay. However, when there are
only few TLS present, the dielectric loss manifests itself differently.
Individual TLSs at some specific frequencies can couple to the

qubit and give rise to avoid level crossings among other
undesirable effects.59

For the transmon qubits that we design,63 we typically aim for a
transition frequency of 5–5.4 GHz, with an anharmonicity of ~-346
MHz so that the charge dispersion is less than 30 kHz. With
numerical simulations combined with static field simulations of
the qubit design, we aim to achieve a qubit capacitance of Cq~65
fF, paired with a JJ critical current of about I0~27 nA. The junction
is made quite small (100−200 × 100−200 μm), which avoids TLS
defects residing in the tunnel junction. The shunting capacitor is
formed by metal pads spaced apart as much as 70 μm so as to
minimize dielectric loss from any of the substrate surfaces.61,62

This style of qubit currently provides some of the highest and
reliable coherence times for transmon devices, T1,T2~100 μs,
almost 5 orders of magnitude improved over the initial
demonstration of superconducting qubits and enough to
demonstrate concepts of error correction.

CONTROL OF SUPERCONDUCTING QUBITS
To universally control a quantum system, it is sufficient to be able
to perform arbitrary single-qubit gates and a two-qubit gate.64 For
superconducting qubits most researchers have converged on
using microwave drives to perform arbitrary single-qubit rotations
in the x−y plane through control of the amplitude and the phase
of the drives. However, for transmon qubits, due to the weak
anharmonicity, it is necessary to perform corrections due to the
effects of the higher levels. The standard is to use Derivative
Removal Adiabatic Gate shaping.65 This approach has improved
single-qubit gate fidelity to 5(2) × 10−4 as demonstrated by
benchmarking.66 Interestingly, coherence times predict that these
gates should still be much better, and it is still an open question as
to what is the limitation.66

There have been many variants of entangling two-qubit gates
for superconducting qubits, each with their own set of pros and
cons. We find it convenient to split the gates into two classes. One
class of gates contains all of those which rely on the dynamical

Fig. 4 Images of four recent devices fabricated at IBM. The device in the top left corner contains 2Q(qubits)/1B(us)/2R(eadout resonators) and
is currently being used to study optimal two-qubit gates. The top right corner shows a device with 3Q/2B/3R which was used to demonstrate
a parity measurement.40 In the lower left corner is a device with 4Q/4B/4R for demonstrating the [[2,0,2]] code17 and the lower right corner
shows a device of 8Q/4B/8R for studying both Z and X parity checks. Inset shows an optical micrograph of an individual transmon qubit

Logical qubits in quantum computing system
JM Gambetta et al

4

npj Quantum Information (2017) �2� Published in partnership with The University of New South Wales
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Quantum devices
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Superconducting circuits

Qubit control: overview

qubit

Zlatko Minev — Qiskit Global Summer School 2020   (37)

Qubits: Nonlinear quantum oscillator
Gates: coupled microwave pulses

The Transmon qubit: restricting Hilbert space

En
er

gy

Φ/!0
0

0

Restrict to qubit subspace of |0> and |1>

Zlatko Minev — Qiskit Global Summer School 2020   (27)

A first approximation

Magnetic flux

Energy

Harmonic oscillator

Zlatko Minev — Qiskit Global Summer School 2020   (7/104)
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Superconducting circuits

Qubit control: overview

qubit

Zlatko Minev — Qiskit Global Summer School 2020   (37)

Qubits: Nonlinear quantum oscillator
Gates: coupled microwave pulses

Qubit coherence times have become , long 
enough to perform  two-qubit operations
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Figure 2

(a) The energy spectrum of a quantum harmonic oscillator (QHO). (b) The energy spectrum of the transmon qubit,
showing how the introduction of the non-linear Josephson junction produces non-equidistant energy levels. (c) Evolution
of lifetimes and coherence times in superconducting qubits. Bold font indicates the first demonstration of a given
modality. ‘JJ-based qubits’ are qubits where the quantum information is encoded in the excitations of a superconducting
circuit containing one or more Josephson junctions (see Sec. 2.1). ‘Bosonic encoded qubits’ are qubits where the quantum
information is encoded in superpositions of multi-photon states in a QHO, and a Josephson junction circuit mediates
qubit operation and readout (see Sec. 2.4). ‘Error corrected qubits’ represent qubit encodings in which a layer of active
error-correction has been implemented to increase the encoded qubit lifetime. The charge qubit and transmon modalities
are described in Sec. 2.1.1, flux qubit and the capacitively shunted flux qubit (‘C-sh. flux qubit’) are described in
Sec. 2.1.2, and fluxonium and gatemon modalities are described in Sec. 5. The codes underlying the ‘cat encoding’ and
‘binomial encoding’ are discussed in Sec. 4.3. ‘(3D)’ indicates a qubit embedded in a three-dimensional cavity. For
encoded qubits, the non-error-corrected T1 and T2 times used in this figure are for the encoded, but not error-corrected,
version of the logical qubit (see Refs. (11) and (12) for details). The references for the JJ-based qubits are (in
chronological order) (34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48); the semiconductor-JJ-based transmons
(gatemons) are Refs. (49, 50, 51); and the graphene-JJ-based transmon is Ref. (52). The bosonic encoded qubits in
chronological order are Refs. (53, 54, 11, 55, 12).

rials compatible with silicon CMOS manufacturing. Devices are placed inside a copper or

aluminum package that provides an engineered electromagnetic environment with requisite

signal lines and thermally anchored to the ⇡ 10mK stage of a dilution refrigerator. The

toolbox of superconducting circuits comprises resonators and bias lines, in addition to the

qubits themselves. The properties of these building blocks can be engineered by varying

circuit parameters and interconnected with tailored couplings.

Josephson junction:
Superconducting
qubits are based on
the Josephson
junction, which
consists of two
superconducting
electrodes that are
separated by a thin
insulating barrier,
allowing for the
coherent tunneling
of Cooper pairs,
resulting in a lossless
non-linear inductor.

2.1. Devices based on superconducting tunnel junctions

The quantum harmonic oscillator (QHO) shown in Fig. 2(a) is a resonant circuit comprising

a capacitor and an inductor with resonance frequency !c = 1/
p
LC. For su�ciently low

temperature (kBT ⌧ ~!c) and dissipation (level broadening much less than ~!c), the

resulting harmonic potential supports quantized energy levels spaced by ~!c. However, due

4 Kjaergaard et al.

The Transmon qubit: restricting Hilbert space

En
er

gy

Φ/!0
0

0

Restrict to qubit subspace of |0> and |1>

Zlatko Minev — Qiskit Global Summer School 2020   (27)

Kjaergaard et al. `20 

Quantum devices

A first approximation

Magnetic flux

Energy

Harmonic oscillator

Zlatko Minev — Qiskit Global Summer School 2020   (7/104)
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Quantum computing
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Digital quantum computers Analog quantum computers
Universal Application-specific

Both will likely be useful in the “near”-term

Noisy Intermediate Scale Quantum (NISQ) era
Decoherence, limited number of qubits, imperfect gates
Aim: achieve quantum advantage without full quantum error correction

Experimentation and data analysis

The dream: universal, fault-tolerant digital quantum computer
Shor, Preskill, Kitaev, Zoller … 
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Quantum supremacy
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53-qubit sycamore device
99%+ gate fidelities

Algorithm: sampling of random circuits

 times faster than best classical supercomputers𝒪 (103)

506 | Nature | Vol 574 | 24 OCTOBER 2019

Article
developed fast, high-fidelity gates that can be executed simultaneously 
across a two-dimensional qubit array. We calibrated and benchmarked 
the processor at both the component and system level using a powerful 
new tool: cross-entropy benchmarking11. Finally, we used component-
level fidelities to accurately predict the performance of the whole sys-
tem, further showing that quantum information behaves as expected 
when scaling to large systems.

A suitable computational task
To demonstrate quantum supremacy, we compare our quantum proces-
sor against state-of-the-art classical computers in the task of sampling 
the output of a pseudo-random quantum circuit11,13,14. Random circuits 
are a suitable choice for benchmarking because they do not possess 
structure and therefore allow for limited guarantees of computational 
hardness10–12. We design the circuits to entangle a set of quantum bits 
(qubits) by repeated application of single-qubit and two-qubit logi-
cal operations. Sampling the quantum circuit’s output produces a set 
of bitstrings, for example {0000101, 1011100, …}. Owing to quantum 
interference, the probability distribution of the bitstrings resembles 
a speckled intensity pattern produced by light interference in laser 
scatter, such that some bitstrings are much more likely to occur than 
others. Classically computing this probability distribution becomes 
exponentially more difficult as the number of qubits (width) and number 
of gate cycles (depth) grow.

We verify that the quantum processor is working properly using a 
method called cross-entropy benchmarking11,12,14, which compares how 
often each bitstring is observed experimentally with its corresponding 
ideal probability computed via simulation on a classical computer. For 
a given circuit, we collect the measured bitstrings {xi} and compute the 
linear cross-entropy benchmarking fidelity11,13,14 (see also Supplementary 
Information), which is the mean of the simulated probabilities of the 
bitstrings we measured:

F P x= 2 " ( )# − 1 (1)n
i iXEB

where n is the number of qubits, P(xi) is the probability of bitstring xi 
computed for the ideal quantum circuit, and the average is over the 
observed bitstrings. Intuitively, FXEB is correlated with how often we 
sample high-probability bitstrings. When there are no errors in the 
quantum circuit, the distribution of probabilities is exponential (see 
Supplementary Information), and sampling from this distribution will 
produce F = 1XEB . On the other hand, sampling from the uniform  
distribution will give "P(xi)#i = 1/2n and produce F = 0XEB . Values of FXEB 
between 0 and 1 correspond to the probability that no error has occurred 
while running the circuit. The probabilities P(xi) must be obtained from 
classically simulating the quantum circuit, and thus computing FXEB is 
intractable in the regime of quantum supremacy. However, with certain 
circuit simplifications, we can obtain quantitative fidelity estimates of 
a fully operating processor running wide and deep quantum circuits.

Our goal is to achieve a high enough FXEB for a circuit with sufficient 
width and depth such that the classical computing cost is prohibitively 
large. This is a difficult task because our logic gates are imperfect and 
the quantum states we intend to create are sensitive to errors. A single 
bit or phase flip over the course of the algorithm will completely shuffle 
the speckle pattern and result in close to zero fidelity11 (see also Sup-
plementary Information). Therefore, in order to claim quantum suprem-
acy we need a quantum processor that executes the program with 
sufficiently low error rates.

Building a high-fidelity processor
We designed a quantum processor named ‘Sycamore’ which consists 
of a two-dimensional array of 54 transmon qubits, where each qubit is 
tunably coupled to four nearest neighbours, in a rectangular lattice. The 

connectivity was chosen to be forward-compatible with error correc-
tion using the surface code26. A key systems engineering advance of this 
device is achieving high-fidelity single- and two-qubit operations, not 
just in isolation but also while performing a realistic computation with 
simultaneous gate operations on many qubits. We discuss the highlights 
below; see also the Supplementary Information.

In a superconducting circuit, conduction electrons condense into a 
macroscopic quantum state, such that currents and voltages behave 
quantum mechanically2,30. Our processor uses transmon qubits6, which 
can be thought of as nonlinear superconducting resonators at 5–7 GHz. 
The qubit is encoded as the two lowest quantum eigenstates of the 
resonant circuit. Each transmon has two controls: a microwave drive 
to excite the qubit, and a magnetic flux control to tune the frequency. 
Each qubit is connected to a linear resonator used to read out the qubit 
state5. As shown in Fig. 1, each qubit is also connected to its neighbouring 
qubits using a new adjustable coupler31,32. Our coupler design allows us 
to quickly tune the qubit–qubit coupling from completely off to 40 MHz. 
One qubit did not function properly, so the device uses 53 qubits and 
86 couplers.

The processor is fabricated using aluminium for metallization and 
Josephson junctions, and indium for bump-bonds between two silicon 
wafers. The chip is wire-bonded to a superconducting circuit board 
and cooled to below 20 mK in a dilution refrigerator to reduce ambient 
thermal energy to well below the qubit energy. The processor is con-
nected through filters and attenuators to room-temperature electronics, 

Qubit Adjustable coupler

a

b

10 mm

Fig. 1 | The Sycamore processor. a, Layout of processor, showing a rectangular 
array of 54 qubits (grey), each connected to its four nearest neighbours with 
couplers (blue). The inoperable qubit is outlined. b, Photograph of the  
Sycamore chip.
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intractable in the regime of quantum supremacy. However, with certain 
circuit simplifications, we can obtain quantitative fidelity estimates of 
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of a two-dimensional array of 54 transmon qubits, where each qubit is 
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just in isolation but also while performing a realistic computation with 
simultaneous gate operations on many qubits. We discuss the highlights 
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In a superconducting circuit, conduction electrons condense into a 
macroscopic quantum state, such that currents and voltages behave 
quantum mechanically2,30. Our processor uses transmon qubits6, which 
can be thought of as nonlinear superconducting resonators at 5–7 GHz. 
The qubit is encoded as the two lowest quantum eigenstates of the 
resonant circuit. Each transmon has two controls: a microwave drive 
to excite the qubit, and a magnetic flux control to tune the frequency. 
Each qubit is connected to a linear resonator used to read out the qubit 
state5. As shown in Fig. 1, each qubit is also connected to its neighbouring 
qubits using a new adjustable coupler31,32. Our coupler design allows us 
to quickly tune the qubit–qubit coupling from completely off to 40 MHz. 
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Quantum supremacy using a programmable 
superconducting processor

Frank Arute1, Kunal Arya1, Ryan Babbush1, Dave Bacon1, Joseph C. Bardin1,2, Rami Barends1, 
Rupak Biswas3, Sergio Boixo1, Fernando G. S. L. Brandao1,4, David A. Buell1, Brian Burkett1,  
Yu Chen1, Zijun Chen1, Ben Chiaro5, Roberto Collins1, William Courtney1, Andrew Dunsworth1, 
Edward Farhi1, Brooks Foxen1,5, Austin Fowler1, Craig Gidney1, Marissa Giustina1, Rob Graff1, 
Keith Guerin1, Steve Habegger1, Matthew P. Harrigan1, Michael J. Hartmann1,6, Alan Ho1, 
Markus Hoffmann1, Trent Huang1, Travis S. Humble7, Sergei V. Isakov1, Evan Jeffrey1,  
Zhang Jiang1, Dvir Kafri1, Kostyantyn Kechedzhi1, Julian Kelly1, Paul V. Klimov1, Sergey Knysh1, 
Alexander Korotkov1,8, Fedor Kostritsa1, David Landhuis1, Mike Lindmark1, Erik Lucero1,  
Dmitry Lyakh9, Salvatore Mandrà3,10, Jarrod R. McClean1, Matthew McEwen5,  
Anthony Megrant1, Xiao Mi1, Kristel Michielsen11,12, Masoud Mohseni1, Josh Mutus1,  
Ofer Naaman1, Matthew Neeley1, Charles Neill1, Murphy Yuezhen Niu1, Eric Ostby1,  
Andre Petukhov1, John C. Platt1, Chris Quintana1, Eleanor G. Rieffel3, Pedram Roushan1, 
Nicholas C. Rubin1, Daniel Sank1, Kevin J. Satzinger1, Vadim Smelyanskiy1, Kevin J. Sung1,13, 
Matthew D. Trevithick1, Amit Vainsencher1, Benjamin Villalonga1,14, Theodore White1,  
Z. Jamie Yao1, Ping Yeh1, Adam Zalcman1, Hartmut Neven1 & John M. Martinis1,5*

The promise of quantum computers is that certain computational tasks might be 
executed exponentially faster on a quantum processor than on a classical processor1. A 
fundamental challenge is to build a high-!delity processor capable of running quantum 
algorithms in an exponentially large computational space. Here we report the use of a 
processor with programmable superconducting qubits2–7 to create quantum states on 
53 qubits, corresponding to a computational state-space of dimension 253 (about 1016). 
Measurements from repeated experiments sample the resulting probability 
distribution, which we verify using classical simulations. Our Sycamore processor takes 
about 200 seconds to sample one instance of a quantum circuit a million times—our 
benchmarks currently indicate that the equivalent task for a state-of-the-art classical 
supercomputer would take approximately 10,000 years. This dramatic increase in 
speed compared to all known classical algorithms is an experimental realization of 
quantum supremacy8–14 for this speci!c computational task, heralding a much-
anticipated computing paradigm.

In the early 1980s, Richard Feynman proposed that a quantum computer 
would be an effective tool with which to solve problems in physics 
and chemistry, given that it is exponentially costly to simulate large 
quantum systems with classical computers1. Realizing Feynman’s vision 
poses substantial experimental and theoretical challenges. First, can 
a quantum system be engineered to perform a computation in a large 
enough computational (Hilbert) space and with a low enough error 
rate to provide a quantum speedup? Second, can we formulate a prob-
lem that is hard for a classical computer but easy for a quantum com-
puter? By computing such a benchmark task on our superconducting 
qubit processor, we tackle both questions. Our experiment achieves 
quantum supremacy, a milestone on the path to full-scale quantum 
computing8–14.

In reaching this milestone, we show that quantum speedup is achiev-
able in a real-world system and is not precluded by any hidden physical 
laws. Quantum supremacy also heralds the era of noisy intermediate-
scale quantum (NISQ) technologies15. The benchmark task we demon-
strate has an immediate application in generating certifiable random 
numbers (S. Aaronson, manuscript in preparation); other initial uses 
for this new computational capability may include optimization16,17, 
machine learning18–21, materials science and chemistry22–24. However, 
realizing the full promise of quantum computing (using Shor’s algorithm 
for factoring, for example) still requires technical leaps to engineer 
fault-tolerant logical qubits25–29.

To achieve quantum supremacy, we made a number of techni-
cal advances which also pave the way towards error correction. We 
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Quantum simulation

24

It is exponentially expensive to simulate an    -body quantum system on a classical computer

State preparation
Time evolution
Measurement

Feynman `81
Lloyd `96 

• Solve the real-time dynamics of QCD

Go beyond lattice QCD limitations (static quantities — sign problem)

Jordan, Lee, Preskill `11, Preskill `18, 
Klco, Savage et al.`18-`20, Cloet, Dietrich et al. `19

see e.g. 

     amplitudes!

But a quantum computer can naturally simulate a quantum system

Holds great promise for particle physics

N
2N
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Closed quantum systems
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• Quantum simulation of the Schrödinger equation

Evolution in time steps �t = t/Ncycle

. . .

Time evolution of closed systems

For open quantum systems we need to introduce a non-unitarity part

• The evolution is unitary and time reversible
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Non-unitarity and time irreversible evolution
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In open quantum systems, the subsystem evolution is non-unitary
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Non-unitarity and time irreversible evolution
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d

dt
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V †V = 1 V V † 6= 1

The Stinespring dilation theorem

Any allowed quantum operation can be written as a unitary evolution acting on a 
larger space (after coupling to appropriate ancilla), and reducing back to the subsystem

In open quantum systems, the subsystem evolution is non-unitary

U

. . .

V † V

| ai

• Evolve in time steps �t = t/Ncycle
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Quantum simulation of open quantum systems
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Toy model setup
Two-level system in a thermal environment
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Quantum simulation of open quantum systems
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Toy model setup
Two-level system in a thermal environment

Pauli matrices            ,  interaction strength
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Quantum circuit synthesis

30

qsearch compilerSiddiqi et al. `20

. . .

10 CNOT gates/cycle

Optimization problem w/unitary loss function

Single qubit

CNOT

Approximate unitary operations with a 
compiled circuit of one- and two-qubit gates
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Error mitigation
Readout error

Unfolding

He, Nachman, de Jong, Bauer `20

Gate error
Zero-noise extrapolation of CNOT noise using Random Identity Insertions 

…

…

…Circuit 1

Circuit 2

Circuit 3

…

Nachman, Urbanek, de Jong, Bauer `19
Constrained matrix inversion
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Quantum simulation of open quantum systems
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Real-time evolution
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Quantum simulation of open quantum systems
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Real-time evolution
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Quantum simulation of open quantum systems
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Real-time evolution
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Quantum simulation of open quantum systems
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Real-time evolution
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Quantum simulation of open quantum systems
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Real-time evolution
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Conclusions and outlook
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• Future steps

• NISQ era digital quantum computing

• Recently developed error mitigation techniques

• Extension toward QCD (jets & heavy-flavor)

• Explore different digital/analog devices

• Cold nuclear matter at the EIC

• Open quantum system formalism describes the real-time evolution 
of hard probes in heavy-ion collisions

• Proof of concept that these systems can be simulated on current 
and near-term quantum computers (IBM Q)

• Allows to go beyond semiclassical approximations in current models


